. P
rt' Your systems. [e—
Working as one.

The Tools and Machinery
Behind the Curtain

MUNICH

Connext’
2018

Jan Van Bruaene
VP of Engineering, Real-Time Innovations









by W3
g3

R <~ ¥

==
2
"'Q’v- c

2

~

Sy

My 302,
& ‘




s

= I'.E_: ‘r? :'";
- !‘“ P | /

= L
- K |







Our customer’s mission critical







RTI Quality
Management




e Development Process Manual
* Naming conventions

* Document Organization

e Configuration Management

* Branching and versioning

* Porting process

e Coding guides

e Design and code reviews

RTI Quality Manual and Management System r ti

Document 10: RTH000 QualityManual
Revision Date: 20180322
Copyright 2018 Reak- Time Innovatiors, Inc. (RTI). All Rights reserved. Company Confidential

° RTI Quality Manual and

. :
Management System Testing process

r ' * Documentation process
3:;::;:1;::?1 RTI-000-QualityManual
March 22, 2018 * Release process

* Defect management

* Root cause and corrective actions

* Maintenance, Support and Escalation processes
* |P, legal and export process

e Audit process

B * Vulnerability management process

* Etc.

©2018 Real-Time Innovations, Inc. Confidential.



aye
Software Vulnerability Management
Process
Document 1D: RTI-DEVP018
Version 1.0
December, 2017
This d pi the guidelines to manage vulnerabilities in the RT1 Soft Products.
Why a software Vulnerability Management Process?
0 Nomenclature
Internal tracking of vulnerabilities and vulnerability related information
Jira
[

How to Track & [ Individual Vulnerabilitie:
How to Group Set of Vulnerabilities
Salesforce
Fixing vulnerabilities

Documenting vulnerability fixes

Critical i report

Customers can sign up to

Security Vulnerabilities - Technical summary

Security Notification Coordination Document

the security notification list I —
by emailing security@rti.com

When do we share vulnerabilities with customers?
Review and approvals
Internal Communication

External Communication

Copyright 2017 Real-Time Innovations, Inc. (RTI). All Rights Reserved. Company Confidential.

©2017 Real-Time Innovations, Inc. Confidential.



Carnegie Mellon University
Software Engineering Institute

& Confluence Sspaces v

CERT‘ Secure Coding

B8

Pages

SPACE SHORTCUTS

Dashboard

Secure Coding Home
Android

(o]

C++

Java

Perl

CERT Website

PAGE TREE

¢ Top 10 Secure Coding Practices

< Verification of Mappings to Stati...

« Fall 2017 Maintenance

Pages

SEI CERT Coding Standards

Created by Admin, last modified by Barbara White on Jan 04, 2018

MAINTENANCE NOTICE

(o} © Login

All planned maintenance on the Secure Coding wiki is complete. More information can be found here.

Welcome

This site supports the development of coding standards for commonly used
programming languages such as C, C++, Java, and Perl, and the

Android™ platform. These standards are developed through a broad-based
community effort by members of the software development and software security
communities.

For more information about this project and to see tips on how to contribute, please
see the Development Guidelines.

Downloads

The SEI CERT C++
Coding Standard, 2016
Edition

(errata)

The SEI CERT C Coding
Standard, 2016 Edition
(errata)

Standards Development Area

December 2017: The Fall
2017 Edition of the Secure
Coding newsletter was
published on 20 December
2017.

November 2017: Lori Flynn
and Will Klieber authored a
blog post on Automated
Detection of Information
Leaks in Mobile Devices.

April 2017: David Svoboda
writes in the SEI Blog about
the CERT C++ Secure Coding
Guidelines.

March 2017: The SEI CERT
C++ Coding Standard (2016
Edition) is released.

September 2016: Aaron

Sig



Carnegie Mellon University
Software Engineering Institute
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& Confluence Login Sign|
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Re
Re
Re
Re
Re

Spaces v

MEMO02-C. Immediately cas...
MEMO3-C. Clear sensitive i...

MEMO4-C. Beware of zero-I...
MEMO5-C. Avoid large st...
MEMO6-C. Ensure that sens...
MEMO7-C. Ensure that the ...
MEM10-C. Define and use ...

MEM11-C. Do not assume i...

MEM12-C. Consider using ...

o

. 09. Input Output (FIO)

o

. 10. Environment (ENV)

o

. 11. Signals (SIG)
. 12. Error Handling (ERR)

o

c. 13. Application Program...

Rec. 14. Concurrency (CON)

Rec. 48. Miscellaneous (MSC)

Re:
Re

o

. 50. POSIX (POS)
c. 51. Microsoft Windows (...

> 4 Back Matter

> 5 Admin

X Space tools «

Pages /... / Rec. 08. Memory Management (MEM)

MEMO5-C. A

oid lar

ge stack allocations

Risk Assessment

Program stacks are frequently used for convenient temporary storage because allocated memory is automatically freed when the function returns. Generally, the operating system
grows the stack as needed. However, growing the stack can fail because of a lack of memory or a collision with other allocated areas of the address space (depending on the
architecture). When the stack is exhausted, the operating system can terminate the program abnormally. This behavior can be exploited, and an attacker can cause a denial-of-service
attack if he or she can control or influence the amount of stack memory allocated.

Recommendation  Severity  Likelihood Remediation Cost  Priority  Level
MEMO05-C Medium Likely Medium P12 L1
Automated Detection
Tool Version  Checker Description
CodeSonar 4.5p1 10.TAINT.SIZE Tainted Allocation Size
MISC.MEM.SIZE.BAD Unreasonable Size Argument
Coverity 2017.07  STACK_USE Can help detect single stack allocations that are dangerously large, although it will not detect excessive stack
use resulting from recursion
Klocwork 2017 MISRA.FUNC.RECUR
LDRA tool suite 9.7.1 44s Enhanced Enforcement

Tainted size of variable length Size of the variable-length array (VLA) is from an unsecure source and may be zero, negative, or too large

Size of variable-length array is zero or negative

Polyspace Bug R2016a
Finder array

. o




Documented development processes and best practices

Development Milestones

Major Release

\ 4

Design Engineering
Review Regq. Freeze

Patch Patch

< 4

Feature Code
Freeze Freeze
New Architecture

Major Release
Install Testing General

Completed Availability
Release (GAR)
~1yr

Customer Specific Feature

)

(Maintenance
Release)

- Certain features are listed as ‘experimental’ or products may be ‘Beta’ releases

[ « Each release can include new features, new RTI Connext products, architecture ports and bug fixes. }

Note: not shown are release branches
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Configuration management: Git; Atlassian Fisheye
Defect management and traceability: Atlassian JIRA

Enhancement management: Atlassian JIRA (and Salesforce.com)
Customer case tracking: Salesforce.com

Project tracking and collaboration: Atlassian Jira, Atlassian Crucible, Software
Development Folders in Egnyte, Trello, Microsoft Project and Excel

IDE: Visual Studio, Eclipse, SlickEdit, Xcode, atom, zerobrane, Wireframe Sketcher
Continuous Integration: Atlassian Bamboo

Memory tools: MemScope, Rational Purify, Instruments (Mac), LeadDiag, drmemory,

Valgrind and JVisualVM

Code coverage tools: Rational PureCoverage, gcov

CPU profilers: Callgrind, Rational Quantify, JProfiler Work in progress: Atlassian
Static Analysis tools: FindBugs (Java), clang and cppcheck AR, AR G

Installers: BitRock InstallBuilder



Atlassian tools provides us full traceability

Dashboards -  Projects - Issues ©  Create Issue

Quality matters ‘cause a CPU can not be fooled.

non-doc RTI Connext Micro bugs ordered by affected versions
<« RTIDDS Core / CORE-7411

4 A reliable DataReader may segfault after receiving data from a reliable DataWriter running for a long period of -
time w0
— V. _W\ Jose Maria Lopez Vega committed a5c360b 27 days ago $ 516c96f 35
Edt | | ) Comment A SEC-403: Added CR-1335 feedback (3). U BRANCH2_NDDS520_SE... + 14 more 20
Details .
Type: (®)Bug
Priority: or o0
Introduced in None (] 7 @ dds_c.1.0/srcC/domain Columns~  Viewas Patch  View in Activity Stream  View in graph 3§ :next, k:previous Discuss .
Components: None DomainParticipantGenericMessageDi¢ - - "
Labels: SIE0A ) D icipantTr gins.c i inParticif i Cc(+6-0) AB O &
Severity Critcal DomainParticipantTrustPluginsChanne 105 Maria Lopez V... 7813563 4 44 int i, requestCount; :
SalesForce link https:/it D inParticibantTrustPlugineF 45 45 RTIBool ok = RTI_TRUE; 0
Fix branch — lomainParticipantTrustPluginsForwar
Release Notes Title:  Possibl v [ pres.1.0 CR-1418 21 B EB - e~ Fier Keyboard shortcuts £ =
Time v | interface s 10
R ~ An . P
Dz:;ﬁ:ﬂ""‘ - () participant.ifc J Details [©] /pres.1.0/. .. /participant/RemoteParticipant.c <Changed| 17— 5 hidden
. v | srcC/ participant Objectives View Fianye Jul-2017 Sep-2017 Nov-2017 Jan-3018 War-2018
i - -
&N (9 RemotePartcipant.c Generl Comments 5150102 d7das7f bbc49  32238a7 6152089 s ot e
won Number of fles included: 8 2 o o Period: ast 300 days grouped Daly)
1:: o : A yusheng Yang d7dasTt 2888
Release Note Version: 5.2.0M v & builtin 2890 /+ needed by 3 . o
— () Builtin.c 2891 remoteParticipantWR = rw->_security.weakRef; 160
v (@ domain Jose Maria Lopez Vega [[anuesc) 2892 = (rw->_i it 1= NULL); LZ
(@) DomainParticipantTrustPluginsForwarder.c 130
v (@ pres.1.0 Yusheng Yang o
y v o interface This line should be outside the whole if-else. Right now, you're only setting hasCryptoTokens if the remote oo
&) participantifc participant already existed. n‘:
v @@ srcC Classification: Factually incorrect ~ Ranking: Major 70
v @ participant 17 May :
(%) Participant.c X o
J @ ParticipantEvent.c a Jose Maria Lopez Vega o
@ RemoteParticipant.c (i7 correct, initially i did the setting next to where we update the mutable properties, then i saw the setting of o
i the remoteParticipantWR and i introduced this issue... good catch! 0
v (a security )
() SecurityChannel.c (2 17 May o
(@) SecurityDispatcher.c <2 o
v - tyDispa # Yusheng Yang o
\J done
17 May pTETT Sep-2017 Nov-2017 Jan-2018 War-2018
Issues: 168 created and 101 resolved

I Period: last 300 days (grouped Dally)
Atl ]

©2018 Real-Time Innovations, Inc. Confidential.



Dynamic Analysis using Valgrind with/without Buffer Pools

Build projects / Core - Build and Test / RHEL 5 x64 (gcc4.1.1) DISABLED

Build #2 1’ NDDS520_SUPPORT ~ ©O00QLOO0O0OO

@© Job: Test queue.1.0 failed

Stages & jobs

Job Summary Tests Commits Artifacts Logs Metadata

Default Stage

© Build Queue: Test case result

Unit Test The below summarizes the result of the test "Queue" in build 2 of Core - Build and Test - RHEL 5 x64 (gcc4.1.1) - NDDS520_SUPPORT - Test queue.1.0. @
© Test advlog.1.0 Description Queue Duration <1 sec

@© Testcdr.1.0 Test class valgrind-memcheck Status Failed (Existing Failure)

© Test clock.1.0 Method queue

© Test commend.1.0 Error Log

@ Test core_version.1.0
Invalid free() / delete / delete[]
@ Testdds_c.1.0-1 (1) (see: http://valgrind.org/docs/manual/mc-manual.html#mc-manual.badfrees)
- at 0x4A05D21: free (vg_replace_malloc.c:325)
by ©0x5BBAD2E: RTIOsapiHeap_freeMemoryInternal (heap.c:557)

@© Testdds_c.1.0-2 by Ox4EDD463: DDS_String_free (String.c:51)
by @x6D525A: QUEUEServiceProperty_finalize (Service.c:184)
© Testdds_c.1.0-3 by @x6D55AF: QUEUEServiceProperty_delete (Service.c:261)

by 0x466C6C: QUEUEServiceConfigTester_testConfiglLoading (ServiceConfigTester.c:111)
by Ox7E4F7D: RTITestSetting_runTests (Setting.c:524)

@ Testdds_c.1.0 - PART 4 by 0x466D57: QUEUEServiceConfigTester_run (ServiceConfigTester.c:137)
by Ox7E4F7D: RTITestSetting_runTests (Setting.c:524)
@ Testdds ¢.1.0 - PART 5 by 0x43570C: QUEUETester_run (Tester.c:72)

by ©x43589D: main (Tester.c:161)
Address @x8216da is not stack'd, malloc'd or (recently) free'd
© Testdds_c.1.0 - PART 6



Current toolset Modern toolset

Gmake @ ——
. A
Cygw|n | | SPHINX

Jenkins
NFS (@ _*g
Older and v docker

non-native versions
of various tools



Testing

Regression testing
Feature testing
Interoperability testing
Install testing

Performance and scalability testing

Security testing

Endurance testing



Unit tests - Regression testing

Also provide a level of single node feature testing

Status Summary Screen - RTI_CI

Unit tests

Report details

-bamboo: 8085 /telemetry.action

+ iI86LInux2.6gcc4.4.3

L

» x64Linux2.6gcc3.4.5

+ RTI_Makehome
Masonomo

+ I86Linux2.6gccd.4.3

Rocoring Service

+ IB6Win32VS2005 LM

Rocording Service

+ x64Linux2.6gcc4.4.3

Rocording Sorvice

X iB6Linux2.6gcc4d.1.1LM

Rocording Service - Dranch

Atlassian

b

o
Y

+ I86LINuUx2.6gcc4.4.5

+ xB64Linux2.6gcc4.1.1

+ I86LInux2.6gcc3.4.3
——

+ iB6Linux2.6gcc4.4.5

Focordng Service

+ Installers
Focordng Service.

+ x64Linux2.6gcc4.4.5

FRocordng Service

* I86LInux2.6gcc4.4.3

Rocording Service - Branch

Bamboo

+ IBBWIn32VS2005

+ x64Linux2.6gcc4.4.3

+ iB6Linux2.6gcc4.1.1
Facordng Service

+ i86LIinux2.6gcc4.4.5 LM

Focordng Service

+ x64Linux2.6gcc3.4.5
Focorang Service

+ i86LInux2.6gcc3.4.3

Fecordng Service - Branch

+ I86Linux2.6gccd.4.5
—

Sermsaiossciange.t
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4

5.2 Maintenance Release / EDDYMAINT-366

EDDY Maintenance Unit Test Failure Traceability

timing issues, infrastructure issue, platform issue, etc.

All failing unit tests are analyzed. Note that a unit test may fail
not only because of a functional issue. Other reasons include

# Edit (] Comment Assign | More Actions ~ Close Issue = Reopen Issue Admin ~
Details
Type: (@) Task Status: (View Workflow)
Priority: @ Undefined Resolution: Fixed
Introduced in: None Fix Version/s: build4
Component/s: None
Labels: traceability
Description

This task encapsulates all of the unit test failures that were present in the last build before releasing the EDDY Maintenance
Release (RTI Connext DDS 5.2.3)

Process to Follow While Closing Subtasks of this Issue

1.
2.

Rerun the failed unit tests in your issue
Figure out why the tests failed:

If the reason why it failed is one of the following, add the appropriate label to the issue:

timing
o Attach a log of a successful run to the subtask
o Close the Issue as 'Won't Fix'
infrastructure
o File a JIRA issue in the appropriate Project, linking the subtask and the new issue
o Close the subtask as ‘Won't Fix'
memory
o Close the subtask as 'Won't Fix'
cleanup (if some of the subtests failed because of a bad cleanup in a previously failed test)
o Attach a log of a successful run to the subtask
o File a JIRA issue in the appropriate Project, linking the subtask and the new issue
o Close the subtask as "Won't Fix'
machine_state (leftover shmem segments, possible interference from other processes running, any situation where a
reboot might clean-up the state enough to have the test pass)
o Attach a log of a successful run to the subtask
o Close the issue as 'Fixed'
known_product_issue (i there is already a JIRA issue existing for this failure and we plan on fixing it in the future)
o Link the known JIRA issue to this sub-task

¢ 5.2 Maintenance Release / EDDYMAINT-1

4 Stabilize HEAD (Core + Infrastructure Services)

# Edit ] Comment Assign = More Actions ~ Resolve Issue = Close Issue Admin ~

1. @ PRESCstWriterHistoryDriverOdbcTester_run:test[117]? Segmentation Fault

2. @

1.9

12.Q

13.Q

14.@ DDSCProtocolTester_runAckDisabledTest Timing issues

RESOLVED

RESOLVED

RESOLVED

RESOLVED

RESOLVED

RESOLVED

OPEN

RESOLVED

RESOLVED

RESOLVED

RESOLVED

RESOLVED

RESOLVED

RESOLVED



Feature testing

e Our previous automated RTI Connext DDS distributed feature
framework has been phased out and will be replaced by a new
automated distributed feature test framework.

— Local node feature testing is covered partially within unit tests.
— Manual feature testing f }J f ]J

[DTRUNNER 1

DTRUNNER N '

[DTRUNNER 2

 RTI Connext Micro has a new
distributed feature test framework
and test description language.

DTRUNNER
(manager)



Interoperability testing

* VVendor interoperability testing done at OMG events through shapes demo.

* RTI Connext product interoperability testing is currently done manually
— During install testing of various services and tools, during development, and

during release testing of Micro.
— Manual testing with older RTI versions is done, when after analysis, we
determine there is a risk of break interoperability.

e Language interoperability testing is done indirectly through the usage of tools
like admin console (written in Java) in combination with applications in other
languages. We have also added automated regression tests for specific features

(e.g., keyhash).

* Note: Interoperability issues are documented in the release notes, including
backward interoperability options.



Install testing captures integration and interop issues

Manual install tests plan procedures cover

* Installation - are all files properly installed?

e Graphical User Interface tests, e.g.,
— Integration RTI Launcher with Prototyper, with rtiddsgen,
— Admin Console

* Documentation tests

* Minimal functionality tests for all products using the
shipped examples. For some products, we run a full
functionality test using the Getting Started Guide.
This is performed on a variety of platforms.

* Product and language interoperability testing (limited)

DO NOT MODIFY

This is now an archived version of the document which is specific to the Eddy delivery (5.2.0).

Eddy Manual Install Test
Procedures

Introduction

install test procedures for each RTI product as well as
is intended to provide the basic tests common to any
s different and it is expected that each release will add steps

This document is work in progress, so please provide feedback to improve it and make testing
easier for everybody.

How to read this document?
e FEully read the “General instructions” section.
® After that, find the instructions for the product you are testing.

Filing and resolving issues
Domain IDs
Resources

Install Test Procedures 1



Automated Install testing

* Installation - filecheck to make sure files are properly installed.
* Running rtiddsping, rtiddsspy and prototyper

* Running rtiddsgen generated examples in C, C++, C++03. C++11, C++
CLI, C#, Java, using a combination of static/dynamic and release/debug
DDS libraries

* Running shipped examples using a combination of static/dynamic and
release/debug DDS libraries

» Performance examples in C++ and Java
» TCP shipped examples in C

» On more than 80 different architectures including Windows, Linux, Solaris,
Lynx, QNX, Darwin, VxWorks platforms. Not covered on e.g., VxWorks

653, etc.



Performance and memory profiling tests

Unit tests capture performance and memory information for specific functions

A bespoke performance test (PerfTest) is used to characterize the performance
of Connext DDS, and can be used in conjunction with other products, e.g.,
Routing Service. (Available on community.rti.com)

A specific memTest was created to monitor the memory footprint of Connext
DDS.

Connext Micro captures memory information through its test framework

* Admin Console takes performance snapshots of performance critical functions.
The results are analyzed over time

* Continuous integration of PerfTest and MemTest tests ensures we do not regress
as new features are added to the Connext DDS product.



Automated performance, memory profiling and stress tests
compare variations with previous revisions. Performance data is
gathered at all levels of the product

Bamboo Build - Branchplans Deploy ~ Reports ~

I86LINUX2.6GCC4.4.5 MEMORY CONSUMPTION REPORT 2015_11_16_21-53

Build projects / Performance

Memtest (RHEL 6) ©000000000 Sacoes - - -
Entity New HEAD Base (GAR) Diff (Bytes) Diff (percent) OK/ERR
Plan summary Recentfallures History Tests Issues Participant 912347 912012 335 0
Type 1009 1009 0 0
Plan summary Showing Last 25 buids ~
Current activity Plan statistics Topic 1321 1321 0 0
No builds are currently running. 18 a Subscriber 9012 9012 0 0
Recent histo! Subscriber 2196 2196 0 0
v 88% e
@#21 Changes by 3 people 11 hours ago Testless build DataReader 49788 49788 0 0
average
@#20 Changes by Aida Jimenez and Gonzalo José Carracedo Carballal 3 days ago Testless build 95m iz h t mslalall DataWriter 27984 27984 0 0
@#19 Changes by Gonzalo José Carracedo Carballal 4 days ago Testless build Instances 276 276 0 0
@#s8 Changes by Femando Garcia Aranda and Aida Jimenez 5 days ago Testless build
Sample 845 845 0 0
@7 Changes by Aida Jimenez 6 days ago Testless build
Remote DR 3853 3542 311 8
@#16 Changes by 3 people 1 week ago Testless build
@#15 Changes by Elaine Sin 1 week ago Testless build Remote DW 8539 8538 1 0
O #4 Changes by Glanpiero Napoll and Elaine Sin 1 week ago Testless build Instances DR 629 800 -171 -21
@n3 Changes by David Luengo Lopez 1 week ago Testless build Samples DR 627 800 -173 221
c i i
@ Chanaesby e feskeae —— Remote Participant 31120 30547 573 1
@ Latestbulld & Last successful build

) Feed for all builds or just the failed builds.



Automated Memory
Usage Statistics

RTI Connext Micro version 2.4.1.0

Main Page | RTI Connext Micro Documentation ‘ Data Structures Files

v RTI Connext Micro
v RTI Connext Micro Documentation
v RTI Connext Micro User Guides
» Porting RTI Connext Micro
Configuring Discovery and Transport
Building RTI Connext Micro for iOS
» Configuring and Interpreting RTI Con
Generating Type Support with rtiddsg
RTI Connext Micro UDP Transport
RTI Connext Micro DDS C API Reference
RTI Connext Micro DDS C++ API Refere
» RTI Connext Micro OS API Reference
RTI Connext Micro Resource Limit Refer

v

v

RTI Connext Micro Datasheet Reference

v

Documentation Conventions
» Data Structures
» Files

RTI Connext Micro Datasheet Reference

Modules

Modules

Datasheet for armv6leLinux2.6gcc4.6.3
Datasheet for i86Linux2.6gcc4.1.2

Detailed Description

Introduction

This document provide metrics for the RTI Connext Micro libraries. The information contained here is only meant
as guidance and actual numbers will vary across different hardware and compilers. Datasheets are provided for
the following two platforms:

« Raspberry Pi Model B+ Datasheet for armv6leLinux2.6gcc4.6.3
+ 86 Core2 2.4Chz 2 cores, 32 bit, 2GB RAM CentOS 5.5 Datasheet for i86Linux2.6gcc4.1.2

Understanding the Datasheet Information

The following information is gathered for each architecture with a data-sheet:

Source Line Count

Library Size Information

Heap Usage Information
Throughput Measurements
Round-trip Latency Measurements

This section provides information on how to interpret this information.
Source Line Count

The "Source Line Count” section gives the size of each library in terms off effective lines of source-code (ELOC)
and is gathered from the pre-processed files for the release library only. The ELOC number only include lines with
source that directly contribute to the object-files. For example, the following are not included

« comments

+ white-space

« lines with only braces

* type, structure, constant definitions

The ELOC number by itself is not very useful, but it provided since it is a frequently asked question.

opyright, Real-Time

RTI Connext DDS 5.1.0
Memory Usage




DDS Secure Testing

- DDS Secure functionality testing, including negative testing. E.g.,
— configure DDS Secure with invalid governance or permissions file
— configure DDS Secure with configuration files, with duplicate grant or subject names.
— muck with the clock (e.g., provide a file with date past 2038)
— tamper with wire communication
— enable DDS Secure plugin with missing functions

- DDS feature interoperability testing - validating how security interoperates with various
DDS features and products (e.g., reliability, batching, built-in types, CFT, different
transports, routing service, persistence service, etc)

- DDS Vendor interoperability testing

- Robustness and Performance testing
— Valgrind (with/without RTI buffer mgt), perftest, discovery scalability

- Usability testing
- Red team testing at DoD IA Range in Quantico VA, part of the USS SECURE project
- Fuzz testing



Endurance Testing

Testing for memory growth, or other unexpected scenarios in long
running scenarios:

1. Start publishing samples using a high sequence number.

2. Remote participants appearing and disappearing.
3. Remote endpoints appearing and disappearing.
4.

Endpoints communicating with different instances and
message sizes, including batching.

More to come.



The RTI lloT Lab
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Our products are supported on a large set of architectures
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The RTI HQ Lab Infrastructure consists of a large variety of target
architectures, a virtualized build and test infrastructure for enterprise I~

systems and a performance lab
e (‘ | — WP . s







Software Architecture

Shipyard Web Ul
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Smog/Ansible ol
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Shipyard
Controller
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Docker Swarm
Manager

e]
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)

HTTP (Docker)
SSH (Ansible)
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Network
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RTI HQ IP Mobility Test Lab

10.10.30.195 — firewall admin
10.10.1.181 — NAT to 192.168.1.2
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With Headquarters in Sunnyvale, CA and a Development and Support Center in Granada, Spain

Great products are built

... by great and motivated people

... with the right tools

... and guided by the professional processes
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